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I. INTRODUCTION & RELATED WORK

Program code in state-of-the-art low-level approaches, like
CUDA and OpenCL, requires complex, hierarchical opti-
mizations to efficiently target the deep and complex mem-
ory and core hierarchies of modern architectures, such as
GPU and multi-core CPU. Modern compilers [1]–[6] auto-
matically generate well-performing low-level code from se-
quential programs; the optimization processes of these com-
pilers are often manually guided by a performance expert
who explicitly expresses low-level code optimizations (like
tiling and parallelization) in form of programs in a so-called
scheduling language. While such compilers with an expert-
guided optimization process have high performance potentials,
their scheduling languages usually consist of a set of fine-
grained, low-level commands which have to be composed
by the performance expert in complex ways for expressing
hierarchical optimizations, making the optimization process
complex, cumbersome, and error-prone for the expert.

We present our work-in-progress results toward a novel
compiler whose scheduling language is based on the approach
of Multi-Dimensional Homomorphisms (MDH) [7]. We argue
that our MDH-based scheduling language enables a structured,
hierarchical code optimization process, by offering scheduling
commands that systematically de- and re-compose computa-
tions to/from the memory and core hierarchies of state-of-the-
art architectures (GPUs, multi-core CPUs, etc). Thereby, the
performance expert expresses hierarchical code optimizations
in a concise and structured way, contributing to a simplified
code optimization process for the expert. To further simplify
the optimization process for the expert, we have integrated
the notion of auto-tuning into our language design (e.g., for
automatically identifying optimized tile size values), based on
the Auto-Tuning Framework (ATF) [8]. Moreover, by relying
on the MDH formalism and its algebraic foundation, we
can mathematically guarantee the expert the correctness of
optimizations expressed in our language.

Our first experiments on NVIDIA GPU and Intel CPU
show that our scheduling language is capable of expressing
optimization decisions of the popular deep learning compiler
TVM [2] (which suffers from weaknesses listed above) as
hierarchical code optimizations. Our experiments also confirm
that via auto-tuning, we are able to achieve better performance
than TVM on both architectures.

II. OVERVIEW

Figure 1 shows the overview of our approach. The original
work on MDHs takes as input a sequential C program; the
program is then transformed via different tools [7]–[11] to
executable program code, e.g., for GPU or CPU.

In this work, we extend the existing MDH workflow in
Figure 1 by the parts highlighted in red in the figure: we enable
expert users to incorporate expert knowledge about optimiza-
tions into the workflow, by introducing MDH-based schedules.
Our schedules conveniently express MDH optimizations, e.g.,
exploiting fast memory resources and parallelization, in a
structured, hierarchical way (discussed in the next section).
The user decisions are then incorporated in step 3© into the
generated code, rather than generating the code in step 3© as
generic in these decisions and requesting them later in step 4©
from the auto-tuner (as done in the original MDH work). By
incorporating the user into the optimization process, we enable
both: 1) possibly better optimization, as the auto-tuning system
might not always make the same high-quality optimization
decisions as a human expert; 2) faster auto-tuning process, as
some (or even all) optimization decisions are possibly made
by the user and thus do not require costly auto-tuning.

III. MDH-BASED SCHEDULES

We illustrate our MDH-based scheduling language by show-
ing how it is used for expressing the particular optimization
decisions of the TVM compiler; the decisions are made by
TVM’s recent Ansor [12] optimization engine. As our case
study, we use Matrix Multiplication (MatMul) on a real-
world input size taken from the ResNet-50 [13] neural network
when computing the popular ImageNet [14] data set – a case
study for which TVM is specifically designed and optimized.
To express MatMul in our approach, we provide our com-
piler: 1) a straightforward implementation of MatMul in the
C programming language; 2) a program in our scheduling
language describing to our compiler the optimizations to be
performed.

Listing 1 shows a program in our scheduling language – it
expresses TVM’s optimization decisions for NVIDIA A100
GPU when computing MatMul on input matrices of sizes
1×2048 and 2048×1000 taken from ResNet-50’s most time-
intensive MatMul computation (inference phase).

Our scheduling program hierarchically de- and re-composes
MatMul to the GPU’s memory and core hierarchies, in 3 steps
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Fig. 1. Overview of our approach (contribution of this work highlighted in red)

1 // initialization
2 0: (de-)comp( 1,1000,2048 )
3 ( A:DM[1,2] , B:DM[1,2] ; C:DM[1,2] )
4 ( GPU.x,GPU.y,GPU.z )
5
6 // parallelization over CUDA Blocks
7 1: (de-)comp( ˆ,20,ˆ )
8 ( ˆ, ˆ ; ˆ )
9 ( BLK.y,BLK.x,ˆ )

10
11 // using CUDA Shared & Register Memory
12 2: (de-)comp( ˆ,ˆ,512 )
13 ( A:SM[1,2] , B:SM[1,2] ; C:RM[1,2] )
14 ( ˆ,ˆ,ˆ )
15
16 // parallelization over CUDA Threads
17 3: (de-)comp( ˆ,1,4 )
18 ( ˆ , ˆ ; ˆ )
19 ( THR.y,THR.x,ˆ )

Listing 1. MDH schedule expressing TVM+Ansor optimizations

discussed in the following. Lines 1-4 in Listing 1 are optional
in our approach and serve for completeness only.

a) Block Parallelization (lines 6-9): The original itera-
tion space1 (line 2) is split in tiles of size 1 × 20 × 2048
(line 7); symbol ˆ (a.k.a. caret) in line 7 indicates that
the tile size of the previous step (line 2) is re-used in the
first and third dimension, and in line 8 that no data layout
changes or copy operations are performed. Line 9 indicates
that the computations of tiles should be parallelized over
CUDA Blocks (BLK) in the first and second dimension.

b) Shared & Register Memory Utilization (lines 11-14):
Each of the (1× 20× 2048)-sized tiles of the previous step is
split hierarchically into further tiles of size 1× 20× 512; for
each of these new tiles, line 13 indicates that the corresponding
parts of input matrices A and B should be copied to CUDA’s
fast Shared Memory (SM), and that the result of the computed
parts should be stored in even faster Register Memory (RM);

c) Thread Parallelization (lines 16-19): Each tile of the
previous step is again split in tiles of size 1×1×4 that should
be computed in parallel by CUDA Threads (THR) (line 19).

The correctness of our scheduling programs are statically
verified, by checking the formal constraints defined by the
MDH formalism [15] (not discussed for brevity).

IV. AUTO-TUNING

Our scheduling language has integrated the notion of auto-
tuning: the user can leave optimization decision to the auto-

1For I×K and K×J input matrices, the iteration space is a tuple (I, J,K).

tuner [8], by using the question mark symbol. For example, if
we use in line 7 of Listing 1 symbol ? for the tile size in the
second dimension (instead of the particular tile size value 20),
our auto-tuner will try to automatically identify an optimized
tile size. Combining human expert knowledge with auto-
tuning is important, because auto-tuning might make better
performing decisions than humans for some optimizations
(like choosing particular tile size values), and auto-tuning
also enables using the same scheduling program for multiple
devices (a.k.a performance portability [16]).

When replacing in Listing 1 tile size values, memory
regions, and thread assignments by symbol ?, to leave these
decisions for the auto-tuner, we achieve after 3h tuning time a
performance gain of 2.22× over TVM’s original optimization
decisions in Listing 1 on NVIDIA A100 GPU (and of 2.67×
over NVIDIA’s popular cuBLAS [17] library). Moreover, we
achieve 1.79× better performance than TVM on NVIDIA
V100 GPU (1.14× over cuBLAS) with the same MDH
scheduling program after a new auto-tuning run (performance
portability); for TVM, we use its V100-optimized schedule
program to make experimenting challenging for us. Similarly,
when expressing TVM’s OpenCL optimization decisions for
Intel Broadwell E5-2683 CPU in our scheduling language,
but making optimization decisions auto-tunable, we achieve
a performance gain over TVM of 1.53× (and of 1.36×
over Intel’s oneMKL [18] library). For further deep learning
computations, e.g., convolutions, we achieve similar, encour-
aging performance results, e.g., 1.29× better performance than
TVM+Ansor on Intel Broadwell E5-2683 CPU for the most
time-intensive convolution computation within ResNet50’s in-
ference phase.2

V. FUTURE WORK

We plan to extend our scheduling language toward multi-
device systems (which may consist of multiple GPUs and/or
CPUs) and also multi-node systems (a.k.a. MPI+X), using
the same hierarchical optimization approach as in Listing 1.
Moreover, we aim to extend the set of C programs accepted
as input by our approach (currently, limited to perfect loop
nests with static loop bounds), based on polyhedral compila-
tion techniques [10]. Also, we will significantly extend our
experiments toward further deep learning computations, as
well as computations different from deep learning [20]–[22].

2We provide an artifact for reproducing experimental results [19].
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